Segmentation of brain tumors by evidence theory:
on the use of the conflict information
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Abstract — This paper presents an evidential segmentatioarly estimate these probability density functions. Letes d
scheme of multi-echoes magnetic resonance (MR) imagebéor hote that is not obvious that the tumor can be modeled by
detection of brain tumors. The segmentation is based on the gaussian process. Then, some authors detect the tumor as
deling of the data by evidence theory which is well suiteceto roytliers with respect to a statistical model for normal brai
present such uncertain and imprecise data. In our appro#ied, \\r jmages [6]. Others segmentation methods are based on
neighborhood relationship between the voxels are takemant fuzzy sets [7]. In particular, one finds several versions of

count thanks to a weighted Dempster's combination rule.s Thj . .
process leads to a real region-based segmentation of bradned: I}he Fuzzy-C-Means (FCM) clustering algorithm [8] (auto-

lows the detection of tumors. In this paper we particuladgifs matic [9], semi-automatic [10], including pm_)” knowl-

on the conflicting information which is generated when cembfdge [11]). Whereas these methods are simple and fast,
ning neighborhood information. We show this conflict refiebe  their efficiency depends on the quality of MR images and
spatial organization of the data: it is higher at the boungdret- are particularly sensitive to noise.

ween the different structures. We propose and define a boginddn order to take into account the imprecision and the uncer-
indicator based on the amount of conflict. This indicatorhiert tainty of MR images, we propose the use of evidence the-
used as new source of evidence that the specialist can aggregory [12,13] which is well suited to treat such imperfect data

with the segmentation results to soften its decision. Moreover, this theory provides combination tools to merge
Keywords: Evidence theory, segmentation, neighborhood relflata issued from several sources (MR acquisition protpcols
tionship, conflict information. while taking into account their complementarity, their re-

dundancy and their possible opposition. Thus, this theory
1 Introduction is convenient to a multi-echoes segmentation approach.

Our segmentation scheme [14] is based on the use of evi-
The magnetic resonance (MR) imaging is a grateful tool folence theory. One of its characteristics is to take into ac-
the observation of human anatomy. In particular, this engieunt the spatial dependency between the voxels through
neering has been developed for the study of human brain evidential spatial merging process. This process con-
anatomy and is very useful for the diagnosis of tumorsists in considering each spatial neighbor as an informatio
Indeed, the existence of several MR protocols of acquisieurce. In a particular neighborhood, the combination of
tion provides different observations of the brain. Each olthe information brought by each voxel globally increases
servation usually highlights a particular region of the tuhe knowledge. Finally, this process leads to a real region-
mor. Then, to elaborate their diagnosis, the physicians damsed segmentation of the brain.
mentally combine these complementary views and obtdimthis paper, we focus on the study of the conflict gener-
a more complete information about the tumor. Thus, theited by the spatial combination process. In particular, we
diagnosis is more accurate and confident. show this conflicting mass brings some information about
In this medical context, the processing of MR data is stilhe location of the boundaries between the different brain
a challenging problem which usually consists in segmersttructures. Moreover, we propose its use for the interpreta
ing the MR images into regions. Each region should thdion of the segmentation results.
be significant of the anatomical structures and of the tum®his paper is divided as follow. In Section 2, we present the
location. Numerous methods were proposed to solve timain aspects of evidence theory. In Section 3 we describe
problematic of brain segmentation for the detection of tilke evidential segmentation scheme and its application to
mors. Mostly, they adopt a multi-echoes point of view in omulti-echoes MR images segmentation. In Section 4, we
der to take into account numerous, complementary and séddy and analyze the conflicting information and we pro-
dundant information [1, 2]. Thus, this is a data fusion prolpose the definition of a boundary-indicator based on the use
lem. The existing segmentation methods are based on vafithe conflicting information. In Section 5, we conclude
ous theories. The probability theory is widely used [1,3-5&nd propose some new developments.
The MR images are often modeled by gaussian mixtures
probability functions. Then, the main difficulty is to prop-



2 Evidence theory background 2.2 Belief attenuation

In this section, we describe theoretical background of evihe belief structure: models the piece of evidence brought
dence theory. by a source of information on the different hypotheses of
Evidence theory, or theory of belief structures, was in22. When this source is considered as imprecise or not
tially introduced by Dempster’s works on the concepts @ompletely reliable, the confidence in this source can be
lower and upper bounds for a set of compatible probabdttenuated by a factar and a derived belief structure,,

ity distributions [12]. In [13], Shafer formalized the theois then defined by:

ry and showed the advantage of using belief structures to
model imprecise and uncertain data. Different interpreta-
tions of the native “Dempster-Shafer” theory successively
appeared [15]. Smets and Kennes [16] deviate from the ini-
tial probabilistic interpretation of the evidence theorighw The difficulty lies then in the correct definition of the facto
the Transferable Belief ModéIrBM) giving a clear and co- a [17].

herent interpretation of the underlying concept of the theo

(A) = am(A) VAe2, (8)
Q) = 1—a+am(Q). 9

mOL
mO{

ry. 2.3 Combination
. Let denote{m,,...,m } J belief structures associated
2.1 Belief structures to J independent sources, . ..,S; of information. The
We suppose the definition of a set of hypotheQesalled evidence theory provides an adapted framework to fusion
frame of discernment, defined as follow: or combine these sources in a synthesized information.
A common operator is the orthogonal sum also called the
Q={Hy,...,Hp,....,HyN}. (1) Dempster's combination. Thus, the merged belief structure

. ) . mg is defined by:
It is composed ofV exhaustive and exclusive hypotheses.

From the frame of discernment, 18f* be the power set meg=m1&...6m;H...my. (10)
composed with the™V propositions4 of 2:
For two sources of informatiofi; and.S,, the merged be-
27 = {0,{H1},{H.},....{Hn},{H1 N Ha}, lief structurem, is given by:

{Hl OH3}7""Q}‘ (2) 1
VACQ mg(ld) = —— m1(B).ma(C), (11)
The piece of evidence brought by a source of information o 1-k Br%::A 1 2(0)
(sensor, agent...) on a propositign(singleton or com- _ _
posed hypothesis &f2), is modeled by the belief structurewherek is defined by:
m, called Basic Belief Assignment (bba), defined by:

k= Y m(B)m(C). (12)
m:2% - [0, 1], €)) BNC=0
and verifying: The normalization ternk, with 0 < k£ < 1, can be inter-
preted as a measure of the conflict between the sources to
m(P) =0, (4) combine. The Dempster’s combination rule has been justi-

fied theoretically by several authors [18, 19]. However the
normalization step was also criticized [17,19]. It is very
> m(A)=1. (5) important to take into account the value of this term: when
ACQ k is high (= 1), combining the sources is a non-sense lea-
ding to incoherence and involving counter-intuitive beha-

From this function, two belief structures, the credibility(liOrS [17,20]

(Bel) and the plausibility i) can be derived by the fol-

lowing equations: ..
ged 2.4 Decision

Bel(A) = Y m(B), (6) For most applications, a decision has generally to be taken
BCA in favor of a simple hypothesis. Within the context of the
Pl(A) = Z m(B). (7) TBM, Smets defines and justifies the use of the pignistic

decision rule [16].

Let BetP be the pignistic probability distribution derived
The degree of belieBel(A) can be interpreted as the tofrom the belief structure:. BetP is defined by:

tal amount of belief in the propositioA. The plausibi-

lity PI(A) quantifies the maximum amount of belief POBetP(H,) = Z m(A) VH, € Q, (13)
tentially attributed toA. The credibility and the plausi- ACO. H, €A |AL.(1 —m(0))

bility are thus dual notions: the plausibility is defined by

PI(A) = Bel(Q) — Bel(A) whereA is the complementary where| A| is the cardinality ofA.

of A.
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Let us denoteX a pattern to be assigned in one of th&he distance-based model can be considered as an
N hypotheses of the frame of discernméht We de- evidence-theoretic K-NN rule. L&t be a training set com-
note{as,...,an} the set of all the possible actions, wher@osed of couple$X*, H,} whereH, is the hypothesis as-

a; i=1,..~N IS the decision to assigi to H,. We name sociated with the patter¥ °. Moreover, letv, be the pro-
A(ai|H;) the cost of deciding; whereasX belongstaH;. totype which represents all the training patterns assigmed

If we consider the simplest case where the losses are &5-< €.

sumed to be equal tbfor misclassification andfor correct The distance-based model supposes that each neighboring
classification §(a;|H;) = 1 — &; ;), the pignistic decision couple{X*, H;} € T of X brings some useful informa-
rule is writen as: tion to determine the class membershipXf This infor-

mation is modeled by a belief structure, defined by:
Dpetp(X) =a; with a; = arg max BetP(H;) . (14)

e mi({Hs}) = n.exp{—7s.d(ws, X)*} ,
Let us denote that a rejection class can be introduced in t ek($2) = Ll—n.exp{—y.dws, X)*}  (15)
me(4) = OVA#H, ACQ

decision step.

. where0 < n < 1is a constantd(ws, X) is the Mahanalo-
3 Segmentation scheme bis distance between the pattéfrand the prototype, and

g .
In this section, we describe the evidential segmentatign € X adjusts the influence on the prototype[22].
scheme and its application on multi-echoes MR data. Lgpnsuder_lng[{ m_depgndent_nelghbors, th_e belief strgcture
us denote that the reader can refer to [14] for more detaﬂg_assomated W'tm is obtained by merging th&’ belief
The objective of this process is to divide the MR data Vé_tru?turegn.k W'.th k= _1’ -+, I by means of the Demp-
lume into regions significant of the main anatomical struSter's combination rule:

tures in order to detect and locate the tumors.
m=mi®d.. mpD...Emg. (16)

3.1 Notations An important key point is obviously the definition of the
training set7. We propose to initially model the MR data
volume by a gaussian mixture. The parameters (mean and
. : . . variance) of each normal distribution are then estimated by
associated with the echio The frame of discernmei§? ; R .

the Expectation-Maximization (EM) [23] algorithm. Each

is composed of the hypothesHS ;—; ...y whereN is ar- . . ; .
bitrary fixed. Usually,N' = 5 and one hypothesis Corres_couple (mean, variance) is then associated with a prototype
N-

ponds to a particular anatomical structure among the whifg =1

matter (WM), the grey matter (GM) and the cerebrospin nce we have determined the belief structures for all the
fluid (CF) thé tumor (T) and the cedema (O) patternX, it is already possible to obtain a classification of
' ' the MR volume using the pignistic decision rule. However,

this classification does not take into account the spatially
order which exists between voxels. These relationships are

The segmentation scheme is divided into three steps: ~ including in thesegmentation step

Let p be the number of used echoes akid= [z1,. .., z,]
a particular pattern to classify:; represents the gray level

3.2 Segmentation scheme description

1. Classification stepeach patternX is associated with 3.2.2 Segmentation step
a belief structuren with respect to a particular eviden-

tial model: The basic idea is to take into account the spatial order and

the correlations which exist between the voxels of the volu-
2. Segmentation stegdor each patterr, spatial neigh- me. Thus, we consider each neighbor of a patferdorings
borhood information is integrated via a weighte§ome information useful to identify the class membership
Dempster’s combination rule; of X. Letdx be a particular neighborhood &f, composed

of M voxels:
3. Decision step:for each patternX, a decisiona; is

taken using Eq. (14). Then, the MR volume is seg- ox ={X1,..., Xnm}. a7
mented into regions.
Usually we consider the 26-connex neighborhobt-26).
3.2.1 Classification step Moreover, letm; ;—1,.. a be the belief structures associa-
ted with X; ;—; . s obtained using Egs. (15-16). Itis ob-
The classification step’s objective is to associate a beligbus that the influence of a neighbor depends on its dis-
structurem to each patterX in respect with an evidential tance to the voxeK: the larger the distance is, the weaker
model. Generally, the models depend upon the classéhould be its influence. Thus, we propose to discount the
cation problem. Preliminary searches [14] showed thgélief structurem; by means of a coefficient; where

the distance-based model defined by Denceux [21] is veryk o; < 1 depends on the Euclidean distarkebetween
convenient in our application. This model is the one usey; andX. Then, we propose:

thereafter.
a; = exp{—B.d2(X, X;)}, (18)



where € RT. Our study shows that has to be in the segmentation error rate on the volung® hich is equal
range[0.5; 1.5]. Heuristic results givey = 0.6 as a good to 4.04%. This same volume segmented with the EM al-

compromise. gorithm followed by a regularization by an Iterated Condi-
Finally, the belief structuren’ associated with¥ is given tional Modes (ICM) algorithm provides an error rate equal
by: to 6.01%. The Tab. (1) presents the results obtained for

all the volumes of the database. The evidential segmenta-
tion scheme is denoted EV. We can observe the advantage

m'=momit ©...my" . (19)  of using an evidential scheme comparing to a probabilistic
- scheme.
3.2.3 Decision step
Decision making is last step of the segmentation schemé (%) n=3% n=>5%
and consists in determining the class membership of eachf 0% 20% 40% 0% 20% 40%
voxel of the MR volume. We use the pignistic decision rulegy, 404 620 1148 675 555 13.13
(Eq. (14)) which is the one justified using TBM [16]. ICM 6.0l 663 1448 648 568 1459
3.3 Application to MR data volumes n="7% n=9%
This short part describes some segmentation results osf 0%  20% 40% 0% 20% 40%

tained with the proposed segmentation scheme. Thigy 553 6.10 14.53 710 959 16.71
method was applied both on simulated normal brain voluicmM 5.73 6.53 17.49 750 10.28 18.85
mes issued from th8rainWebdatabase [24] and on real
data volumes issued from the Regional University Hospital
Center of Poitiers (CHRU).

Table 1: Error rates on the BrainWeb database

3.3.1 Simulated MR data volume

. . . . 3.3.2 Real MR data volumes
The main advantage of using simulated volumes is that we

perfectly know the characteristics of the images (noisellewor clarity, we only propose in this section the results ob-
(n), radiofrequency bias field intensity levelf)) and the tained on one MR data volurheThis volume is composed
class membership of each voxel. The multi-echoes volof a 73 Gadd-weighted and &%-weighted echoespE?2).
mes are composed of & -weighted, al>-weighted and a A slice of each echo is represented Fig. (2-(a,b)). A voxel
P D-weighted echoeg€3). For each volume, a voxel sizessizes0.94 x 0.94 x 1.2 millimeter and the volume is com-

1 x 1 x 1 millimeter. The frame of discernmentis defined byposed 02256 x 256 x 89 voxels. The frame of discernment
Q = {Hwm, Hey, Hor} (N=3). The volume presentedis defined by = { Hw s, Honr, Hor, Hr, Ho } (N=5).

Fig. (1) is corrupted by some noise & 3%) and a bias
field (rf = 20%).

@1

(c) segmentation resulfd) medical expertise

(d) segmentation resul(e) ground truth Fig. 2: One slice of the real data volume

Fig. 1: One slice of the simulated data volume

Comparing the segmentation result Fig. (1-d) and the Ten MR data volumes have been segmented at this time.
ground truth Fig. (1-e), we observe the efficiency of the seg- 2The 7) Gado-weighted image is obtained using a contrast
mentation method. The visual results are confirmed by theoduct, the Gadolinium.



On Fig. (2-c), we observe that the anatomical structures are
found (from lighter to darker, we find the WM, the GM, the

T, the O and the CF). The Fig. (2-d), represents the medical
expertise of the segmentation: we compare the estimated
regions corresponding to the cedema and to the tumor with
the ones manually defined by an expert. The red regions
corresponds to non-detection (ND), the blue ones corres-
ponds to false-alarm (FA) and the white line corresponds to
well-detection (WD). On the whole volume, the WD rate
is equal t096.54%, the ND rate is equal t8.46% and the

FA rate is equal t8.15%. These rates emphasize the good
efficiency of the method. The results were confirmed with
10 other real volumes.

4 Conflict information

We have proposed a segmentation scheme and showed its
efficiency to divide multi-echoes MR images into regions
which are significant of the brain structures. In this pag, w
are interested in the conflicting mass and, in particular, on
the conflict generated during tlsegmentation stepy the
combination of neighboring belief structures.

4.1 Origins and meaning

4.1.1 General case

(b) conflict of the real slice

As shown in Egs. (11, 12), the conflicting mass, dendted
and such a9 < k < 1, appears when combining belief

structures. It reflects the level of opposition which eXiSLSbnflicting images corresponding to the two MR slices pre-
between the information sources. Three main reasons € ied above. The conflicting mass scales from 0 to 1.
plain its presence [20]: On the Fig. (3), we observe that the conflict distribution is

« The first is an aberrant measurement given by a sayery specific; the conflicting mass is mainly concentrated
sor; abnormal measurement (denoted outliers in pglrj the boundary between the different anatomical struc-

tern recognition applications) can generate a confli&lres'_ This characterlstlc can b_e _explalned _by two_paarcql
ting mass during the combination. situations existing when combining the neighboring belief

structures:

e The second reason relies on the definition of the belief

model. Thus, the use of an imprecise or an inappro-
priate belief model may provide a conflicting mass.

Fig. 3: Conflicting images

e Inside a region when the spatial combination is
done inside a region, the majority of the belief struc-
tures supports the same hypothesis. The informa-

e Finally, when the information sources to aggregate are tion sources agree and generate a low conflicting mass
numerous, a conflicting mass can be induced even if (dark points in the images). Let us denote that if one of
these sources agree. the neighboring voxel is corrupted by noise, the others

neighbors, which are more numerous, rectify the false

Solutions are proposed to manage the conflict problem pelief. The spatial combination acts as a spatial filter-
through several combination rules. These rules are divided ing which can be considered as a denoising process of

in two classes. The first one supposes that the sources are the jmages.

reliable. Thus, the combination operators which can be de-

rived are conjunctive (Dempster [12], Smets [16]). The se- e At the boundary between structuraghen the spatial
cond class states that one information source tell the truth combination is done at the boundary between different
but without knowing exactly which of them. Thus, the  anatomical structures, all the belief structures does not
combination operators are mainly disjunctive (Yager [25], support the same hypothesis. For example, one part

Dubois-Prade [26]). supports the hypothesidy ), whereas the other part
supports hypothesd ;. Thus, their opposition gen-
4.1.2 Spatial conflict erates a high conflict (light points in the conflict ima-
. ) ) o ges) which is significant of a presence of the boundary
During thesegmentation stepve introduce the spatial in- between the structures.

formation brought by the neighbors through out a weighted
Dempster’'s combination rule. This mechanism obviousijhese two particular situations explain that the conflgtin
generates a conflicting mass. The Fig. (3) represents thass is mainly localized at the boundary between the struc-



tures and that it is low inside the region corresponding t§X) > X., two situations are possible. In the first case, the
the anatomical structures. In order to illustrate this chpatternX is located near or on a boundary. In the second
racteristic, we have extracted from the ground truth of ttease, the high conflict is due to the presence of noise or due
simulated brain, the true boundaries between the WM atalan imprecise training.

the GM. Then, we have superposed these boundaries uffame apply the Eq.(20) to all the voxels of the MR volume,
the conflicting mass obtained at the end of the segmentativa obtain a boundary-indicator, denotedwhich reflects
process. The result is represented Fig. (4). The true boutite probable location of the boundaries between anatomi-
aries are drawn in red. As we can see, the true boundargas structures. Obviously, the use and the interpretation o
and the maxima of the conflicting mass perfectly match. T depend on the relevance of the threshild

Experiments made on different simulated and real MR vo-
lumes have shown that the valdg = p. + 0.2 0. , where

e is the mean conflict on a MR volume and its va-
riance, provides a boundary-indicator coherent compared
to the content of the data (Fig (5)). We notice that the resid-

Fig. 4: True boundaries between the WM and the GM (in
red) superposed upon the conflicting images

However, on the Fig. (3-b), which corresponds to the con-
flicting slice of a real volume, we observe that conflict of
mid-intensity is located within the anatomical regions too
(see the regions corresponding to the WM). We explain the
presence of such a conflict by the imprecision of the belief
model. Indeed, it is more difficult to precisely estimate the
models parameters of a real volume which is composed of
more classes than the simulated volume and which is usual-
ly corrupted by noise. The training imprecision induces
conflicting masses because of the elementary belief struc-
tures combination (Eqg. (16)). Thus, this initial confligin
mass is still present at the end of the segmentation process:
the final conflict (Fig. 3) is composed of the conflict com-
ing from the initial modeling and of the conflict issued from
the spatial combination. We have to be very careful when
analyzing the final conflict.

4.2 Conflict and boundary localization (b) real slice

On the Fig. (3) and (4), we have observed that the distribu-  Fig. 5: poundary-indicatot\, = . + 0.2 0.
tion of the conflicting mass is correlated to the location of
the boundaries between the different anatomical strusture
This link indicates that the conflicting masses are informa-

tive data and we propose to use the conflicting massesu@ conflicting lines match with the transitions between the
d

define an indicator about the boundary location. &(€¥) \ etr(fnt stru_c(;jtures. Tge observattl?_n of :,Tﬁ |magte 'S{ S:fg:
be the intensity of the conflict associated to the patférn cient fo provide a good representation ot the content ot the

Thus, we define the boundary-indical¢X ) associated to initial images. . . :
X by: Thus, we propose to use thisundaryinformation to com-
plete the results obtained by the previously described seg-
0 if ¢(X) < Ae mentation scheme which isragion segmentation process.
I(X) = { e(X) ife(X)> A 20) In particular, the contour information can be used by physi-

cian when they analyze the segmentation results. Within
where0 < \. < 1is a constant threshold. WheflX') < the context of the aid to decision making, the observation
A, We consider that the conflict is to weak to be signifief such an image can help to adjust the belief about the lo-
cant of the presence of a boundary. On the contrary, wheation of tumoral regions.



5

Conclusion [5]

In this paper, we propose an evidential segmentation
scheme dedicated to multi-echoes MR volumes in order to
detect brain tumors. The method combines the modeling
the knowledge by means of evidence theory and integrates
the spatial dependency between the voxels. The modeling
via evidence theory allows to take into account the charac-
teristics of the multi-echoes MR images: complementaritym
redundancy and incompleteness. Moreover, evidence theo-
ry brings the theoretical support and tools for the combina-
tion of such information. The introduction of spatial depen
dency makes it possible to obtain, not only a classification

process, but a real segmentation process.

9]

At first, we have described the evidence theory back-

ground and the segmentation scheme. This one is charac-

terized by the modeling of the knowledge by a distance-

based model which realizes a classification step.

IncliiO]

ding the neighborhood relationship between the voxels by
a weighted Dempsters combination rule, we obtain a real
segmentation process. The efficiency of such a method is
shown through out the segmentation of simulated MR nor-
mal brain volumes and the segmentation of real MR brain

volumes presenting a tumor.

[11]

The main contribution of our work deals with the analy-
sis and the interpretation of the conflicting mass. We show
that the conflict generated by the spatial combination of
the belief structures is a useful and significant inform#l2]
tion. It is not only a consequence of data fusion but it is
also an information source about the spatial organization o
the data. Thus, we propose and define an indicator, calfeg]
boundary-indicator which indicates the possible location

of the boundaries between the different anatomical stru[%]
tures. Within the context of the aid of diagnosis, this infor
mation can be used by specialists. In particular, it allaws t
soften the results provided by the segmentation in regions.
Currently, we continue our investigations in analyzing thﬁ5]
conflicting information and on its integration in the segmen
tation process. It should allow to obtain a complete seg-
mentation scheme including both region and contour ap-

proaches. This should increase the quality and the confi

2

dence of the segmentation results.

[17]
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